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Abstract

Purpose:  To investigate how known developmental factors can be incorporated into
neural network models of the accommodation and vergence systems. To demonstrate
that models of this type can learn adult-like linkages between accommodation and
vergence by simple associative mechanisms.
Methods:  Existing linear systems models were used as a starting point for the design of
a series of multi-layer neural network models of accommodation and vergence. Unlike
the systems models that are generally specified in detail by hand, the neural models
learn for themselves how to perform appropriately.  A general connectionist framework
was set up and trained, by updating initially small random connection weights using
gradient descent, so that the network outputs for realistic patterns of input cues (blur,
disparity, etc.) corresponded to appropriate patterns of accommodation and vergence
responses. Maturational factors were incorporated into the models by using empirical
infant data to define starting points, by varying parameters such as depth of field during
training and by bringing in cues at appropriate developmental stages in the model. The
outputs and internal connection weights were recorded throughout the training to
determine the developmental progression of the model.
Results:  Training the models in this way resulted in developmental progressions which
matched empirical infant data and automatically generated linkages between the
accommodation and vergence subsystems with strengths within the normal adult range.
Conclusions:  A range of known maturational factors together with empirical infant
data can be used to constrain developmental models of accommodation and vergence.
Starting with small random weights, these neural network models can learn to associate
changes in accommodation with related changes in vergence, and develop adult-like
linkages between accommodation and vergence. This provides a demonstration of how
such linkages might develop through simple associative mechanisms.
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Introduction

The literature contains many linear systems models of accommodation and vergence that
provide a good account of accommodation and vergence responses to unpredictable stimuli in
normal adults. However, there has been little attempt to determine how the accommodation
and vergence systems develop over time. There are two historical perspectives on how these
control systems might develop over time. Hering1 believed that much of the development of
vergence depended on maturational factors and that, for instance, the yoking between the
eyes was present at birth. Helmholtz2, on the other hand, thought that the development of
accommodation and vergence was learnt through experience. He believed that symmetric
vergence responses were a learnt property of the vergence system.  If Helmholtz was correct
then it should be possible to model the development of the interactions between
accommodation and vergence using neural network models that learn by simple associative
mechanisms.

We have attempted to model the development of accommodation and vergence from birth to
adulthood by designing neural network models which can learn appropriate, adult responses
for accommodation, vergence and the linkages between these systems. Since the time of
Hering and Helmholtz more has been learnt about the state of accommodation and vergence
in the infant. It is known, for instance, that stereopsis develops suddenly and rapidly at 14-16
weeks of age, and it is thought that this development is dependant on maturational changes in
the primary visual cortex – the development of the ocular dominance columns. In this study,
therefore, it is appropriate to base our approach on a combination of learnt and maturational
elements. Maturational elements have been incorporated into the model where these are
known to occur, but, otherwise, the model is free to learn the associations between the
accommodative and vergence systems. The assumptions we have made are outlined in this
paper along with a description of the initial set of models which have resulted from this
approach.

The models were evaluated by two basic criteria:

1. Do the models learn in a similar developmental progression to human infants? This was
assessed by comparing the accommodation and vergence responses of the model at
different stages with the responses of infants at matched developmental stages.

2 . Are the models able to learn appropriate adult linkages between vergence and
accommodation? This was tested by comparing the gain of the accommodative
convergence/convergence response (AC/A ratio) and the vergence
accommodation/accommodation response (CA/C ratio) learnt by the model with
empirical adult values.

The results, so far, suggest that many of the parameters of the accommodation and vergence
systems, and their reciprocal linkages, can be learnt by simple associative mechanisms.

Methods

Our starting point was, what is now, a standard linear systems model of accommodation and
vergence3-5 (Figure 1). This was used as a basis for the design of a series of multi-layered,
neural network models. The neural network models were designed by taking each of the
components of the systems models e.g. controllers, tonic leaky integrators, etc, and mapping
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them to leaky integrator neurons in the neural network models, with each gain in the linear
systems model becoming a learnable connection weight. Then, unlike the systems models,
which generally are specified in detail by hand, the neural network models are expected to
learn appropriate behaviour.

A general connectionist framework was set up as shown in Figure 2 and trained using a
gradient descent algorithm that iteratively updates initially small, random, connection
weights to produce appropriate vergence and accommodation responses for realistic input
cues (blur, disparity etc.). In this system, components such as the cross-links are learnt if they
are useful for producing good performance rather than being specified a priori in an attempt
to account for actual human performance. Similarly, both fast and slow neurons (defined by
their different time constants) are used in the model. This allows the network to learn useful
structures such as the two component phasic controllers proposed by Krishnan and Stark6

and Schor and Kotuluk7, and to produce leaky integrator tonic components of the appropriate
strengths, without these being imposed by the modeller.  The aim of the modelling is twofold:
1) The pattern of learning in our model should correspond to the developmental changes
found in infants and children, and 2) The performance of the final, fully trained, network
should match empirical patterns of competent adult behaviour.

Although many of the details and parameters of the neural network model follow directly
from the linear systems models, in particular that of Schor et al3, several complications due to
developmental factors need to be taken into account:

1. Panum’s fusional area.

The accuracy of vergence response will be at least partially related to the known
developmental change in the size of  Panum’s fusional area. According to Aslin:  “Panum's
fusion area in adults is approximately 10 arc minutes...  If the size of Panum's fusion area in
infants is proportional to peak contrast sensitivity (as it is in adults), the extent of Panum's
fusion area in 9- to 10- week olds should be 200 arc minutes,”  (Aslin8, p35). We used this to
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Figure 1 – Schematic diagram of a standard linear systems model of accommodation,
vergence and the linkages between these systems.
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define the starting point of Panum’s area, and therefore the resulting accuracy of the vergence
response, for the model, and then decreased the size of Panum’s area as a function of the
known improvement in contrast sensitivity with age9. This resulted in vergence responses that
changed in the appropriate direction for target distance, but were of a smaller gain than found
in adults. This was considered to be a suitable match to the data on early infant vergence
responses10.

2. Depth of field

There are various data that describe the early accommodative abilities of the infant. The
earliest work11 suggested that infants have relatively fixed accommodation at about 4
dioptres. Later work12-13 suggested that some infants are able to change their accommodation
to targets from 1 to 6 dioptres.  One explanation of these results has been that infants with flat
accommodative responses are failing to attend to the stimuli8. However, all of these studies
used small populations of infants. In a much larger population, Hainline, Riddell, Grose-Fifer
and Abramov14 described a range of behaviours, with around 50% of infants younger than 60
days demonstrating appropriate accommodative changes with target distance. In a further
36%, however, there was no change in accommodation despite changes in simultaneously
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Figure 2 – Schematic diagram of the neural network model of accommodation, vergence
and the linkages between these systems.  Connection weights are designated by the letters
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measured vergence responses. This rules out the idea that the lack of change in
accommodation is the result of inattention in all infants.  It is also clear from their data that,
in at least 40% of infants, the linkages between accommodation and vergence are not
developed at birth. Since we are interested in whether these linkages can be learnt, it is
important to test the model with the most stringent initial conditions. We therefore chose to
start the model with an accommodation response that did not vary with target distance, and
that was fixed at about 4 dioptres. The vergence response, however, did vary appropriately
with target distance. This is a pattern of response that was found in a significant proportion of
the infants tested by Hainline and Riddell10. We used an initially high depth of field (DOF) to
account for fixed accommodation in babies. There are many possible reasons for poor
accommodation in newborn infants including sensory factors, and the inability of the infant
to detect the sign of the blur8.  What is important for this study is that by setting DOF large in
infants, we could reproduce the flat accommodation functions reported in previous
studies11,14. The adult DOF represents a typical value from Campbell15.

3. Initial network connection weights

The choice of initial weights for a gradient descent learning process such as ours can have a
big effect on the outcome of the training16. Currently we start the biases with estimated
newborn baby values, and some of the links (namely those which in the corresponding
systems models do not have a gain parameter) are set to start with unit weights. All other
weights start with small random values. Initially, the vergence bias is set based on the
empirical data of Aslin17 who measured dark vergence responses in 1-4 month old infants.
The accommodative bias is set to give the initial myopic behaviour  seen in previous studies11,

14.  How this affects the models’ performance is currently under investigation.

4. Maturational elements

According to Birch: “After the abrupt onset of stereopsis at 3-5 months of age, the average
infant attains a stereoacuity of 60 secs or better by 6 months of age.  The averaging of ages
obscures what is a remarkably rapid improvement in stereoacuity; that is, the developmental
curve for stereoacuity is steeper for individual infants than for the sample as a whole....
Individual infants' stereoacuities improved from 60 minutes of arc to 60 secs of arc over a
time span of 5-6 weeks.”  (Birch18, p228)
It is therefore clear that vergence changes cannot be based on disparity calculations before
14-16 weeks of age and that we must build this into our models. Prior to the onset of the
disparity system we assume that an effective vergence response is driven by independent
foveation.

5. Spatiotopic and retinotopic cues

The use of spatiotopic and retinotopic cues for determining the distance to a target  has been
addressed in some detail19  and it has been suggested that the visual system performs a
weighted sum of cues to depth.  We follow a much simpler approach as in the systems
models of Schor, et al3.  In particular, we assume that the spatiotopic cues (e.g. occlusion,
texture, shading etc) drives the system into the range where the more accurate retinotopic
cues (i.e.disparity and blur) can take over. Currently, no further age dependencies are added
here, beyond those discussed in Points 1-4 above.
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6. Monocular cues

Currently we take the disparity cue to be absent about 10% of the time.  This is a very rough
approximation to what is really happening, but it might provide a reason for the more
accurate vergence system to make use of the information provided by the cross-links from the
accommodation system.  (Better accuracy is enough to induce the development of the
vergence to accommodation cross-links.)

7.  Cost function for gradient descent learning

Gradient descent learning works by performing an iterative sequence of small adjustments to
the set of free parameters (in our case, connection weights) to minimise some appropriate
cost function. Clearly we need to minimise the mean absolute values of both blur and
disparity.  We also need to prevent large oscillations about the required responses (i.e. under
damping). This can be easily implemented by minimising the mean absolute velocities.  Our
gradient descent cost function is a trade off between these factors, and some experimentation
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Figure 3 – Distribution of training points: The x-axis gives the horizontal spread of
points while the y-axis shows the distribution of points in depth.
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is required to determine the appropriate relative strengths. Currently, we do not incorporate
age dependencies here.

8. Training data

The training data is generated from random points in the horizontal plane in front of the eyes
as in Figure 3.  The retinotopic cues consist of appropriate values for either smooth or sudden
transitions (50% of each) between these points with random fixation durations of between 2
and 20 seconds. The spatiotopic cues are currently taken to be noisy versions of the
appropriate retinotopic cues. Each epoch of training comprises a small step in weight space in
the direction that best reduces the cost function discussed above for a new 80 second section
of this training sequence. We may need to re-assess these details later, in the process of
refining our models’ performance. Currently we do not vary these distributions with age, but
we aim in the near future to investigate various plausible age and subject dependent
variations.

9. Within- and cross-system weights

It is possible that it is easier to learn weights within a system than between systems.
However, we currently assume our learning rates (i.e. gradient descent step sizes) to be the
same for both within and between system weights.  We may eventually need to re-assess this
in the light of our models’ performance.

10. Time-scales

In order to match the developmental changes seen in infants with the learning in our model, a
time scale correspondence was set up based on the time of onset of stereopsis. Since we know
that this occurs between 14-16 weeks of life, we can use the number of epochs of training
before the disparity cue is introduced to calculate the number of epochs that corresponds to
one week of life. In the model we present here, each week of a baby’s life corresponds to
about thirty-five epochs of training in our networks.  We then use this to fix appropriate time
scales for the other maturational factors discussed above (e.g. the developmental changes in
Panum’s fusional area and depth of field).  The network learning rates (i.e. gradient descent
step sizes) are then set so that the pattern of network development is synchronised with these
maturational changes.

It is clear that existing empirical results leave many details of our model under- constrained,
and, even given the assumptions outlined above and the conventional strategy of keeping the
models as simple as possible to start with, we still have considerable room to maneuver.
Here we shall present the results for one typical instantiation of our model that demonstrates
how models of this type can be successful in learning appropriate accommodation and
vergence behaviors.  Often, related models with only slightly different design choices or
parameter settings can be considerably less successful.  Further details of our modelling
framework, together with an analysis of all the consequences of the specific design choices
and the sensitivity to all the remaining free parameters, will be published elsewhere
(Bullinaria & Riddell, in preparation).
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Results

The development of the networks’ internal connection weights throughout the training
process specify the developmental progress of the model. Given that our network is
essentially a linear system, we can renormalise all of the weights in Figure 2 so that: WV =
WA = PTV = PTA = 1. This does not affect the network’s performance but does allow us to
simplify the presentation of our results. Figure 4 shows how the renormalised weights change
during learning in this model. From this figure, it can be seen that the vergence system
weights develop earlier and rise to relatively higher values than the accommodation weights.

In these networks, the weights tend to level off to their adult values between weeks 50 and
60. The first thing to check is that the fully trained system responds appropriately. We find
that it does: for example, Figure 5A shows its response to a typical series of vergence steps
and transitions. For comparison, Figure 5B shows how easily the model can behave
inappropriately, in this case, by choosing different relative values for the parameters in the
gradient descent cost function.

Next, we look at the accommodation and vergence responses of the model at different time
slices. These have been compared to infant data collected using photorefraction20. Infant
accommodation and vergence are measured for a series of five targets that vary in distance
from 25 cm to 200 cm. We then compare these with the responses of the model to the same
set of targets. The results are converted to plots showing asymptotic response versus target
demand for accommodation and vergence. Figures 6 A-E show the responses of the model
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Figure 4 – Change in connection weights with development in weeks. It can be seen that,
with time, the model learns to associate vergence and accommodation (VA and AV weights
increase over time).
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Figure 5 – The vergence responses of the model to step and continuous target movements in
depth. A: the response of the model when the values for connection weights have been learnt
appropriately. B: an example of a similar model where inappropriate connection weights were
learnt, leading to overshoots and oscillations in vergence response when the target moved from
one position to another.



11

A 

    

543210
0

1

2

3

4

5

Infant
Model
Ideal

Target Demand (D)

A
cc

o
m

m
o

d
a

tio
n

 
(D

)

    

543210
0

1

2

3

4

5

Infant
Model
Ideal

Target Demand (D)

V
er

ge
nc

e 
(M

A
)

B 

    

543210
0

1

2

3

4

5

Infant
Model
Ideal

Target Demand (D)

A
cc

o
m

m
o

d
a

tio
n

 
(D

)

    

543210
0

1

2

3

4

5

Infant
Model
Ideal

Target Demand (D)
V

er
ge

nc
e 

(M
A

)

C 

    

543210
0

1

2

3

4

5

Infant
Model
Ideal

Target Demand (D)

A
cc

o
m

m
o

d
a

tio
n

 
(D

)

    

543210
0

1

2

3

4

5

Infant
Model
Ideal

Target Demand (D)

V
er

ge
nc

e 
(M

A
)

D 

    

543210
0

1

2

3

4

5

Infant
Model
Ideal

Target Demand (D)

A
cc

o
m

m
o

d
a

tio
n

 
(D

)

    

543210
0

1

2

3

4

5

Infant
Model
Ideal

Target Demand

V
er

ge
nc

e 
(M

A
)

E 

    

543210
0

1

2

3

4

5

Infant
Model
Ideal

Target Demand (D)

A
cc

o
m

m
o

d
a

tio
n

 
(D

)

    

543210
0

1

2

3

4

5

Infant
Model
Ideal

Target Demand (D)

V
er

ge
nc

e 
(M

A
)

Figure 6 – Comparison of the response of the model to a pseudorandom sequence of targets at 3D,
0.5D, 4D, 1D and 2D with the response of an infant of an equivalent developmental stage to the same
target sequence. The ideal response to this sequence is also given for comparison. In each case, the
left-hand panel shows the accommodative response to the targets and the right-hand panel shows the
vergence response. A) response at 1 week of age; B) response at 6 weeks of age; C) response at 10
weeks of age; D) response at 17 weeks of age; E) response at 35 weeks of age. Note that at each stage,
the model performance is similar to that of the infant demonstrating the similarity between the
developmental time-course and behaviour of the model and human infants.
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alongside those of representative infants of similar ages, and the ideal responses. It is clear
from these plots that the model is learning accommodation and vergence responses in a
manner which is similar to that of at least some infants

Finally, we ask if the model has learnt appropriate cross-links. Figure 7 a shows the adult
response of the model under normal conditions and with vergence or accommodation open
loop for target demands of 0.5, 1, 2,3, 4, 5, and 6 Dioptres. The corresponding empirical data
from Fincham and Walton21 is shown in Figure 7b. In this study, accommodation and
vergence were measured simultaneously while subjects looked at targets at different distances
with both eyes open (normal condition), with one eye shut (AC/A ratio) and with an artificial
pupil of 0.5mm (CA/A ratio). Data are given for one characteristic adult. Comparing these
figures reveals that there is a close match between the models’ learnt CA/C ratio and the
empirical findings for this subject. When the results for the AC/A ratio are compared,
however, it can be seen that the model produces an AC/A ratio that is lower than the
empirical adult data. There are, however, known age trends in the values of both the AC/A
and CA/C ratios22.  The AC/A ratio increases while the CA/C ratio decreases with age. This is
due to changes in the elastic properties of the lens – a feature not yet incorporated into the
model. The available empirical data is from a 32 year old adult, who will have a larger AC/A
ratio but lower CA/C ratio than an infant and so might not be the appropriate comparison for
the final developmental stage of the model. Unfortunately, data for children is currently
unavailable.
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Figure 7 - A: Vergence (x-axis) and accommodative (y-axis) responses of the model to
targets at different depths under three conditions: normal viewing conditions; vergence
open loop (used to calculate the AC/A ratio); and accommodation open loop (used to
calculate the CA/C ratio).  B: Normal adult vergence and accommodation responses to
targets at different depths under the same three conditions (data from Fincham &
Walton21).
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Discussion

Our results show that it is possible to formulate neural network models that learn appropriate
accommodation and vergence responses with linkages between the systems that are in line
with empirical findings. Several factors seem to be crucial in producing exactly the right
developmental sequence of events (e.g the onset of the disparity system relative to the
decrease in depth of field with development). However, so far we have found that potentially
realistic changes made to the model tend to result in behaviours that are within the normal
range. Our modelling results confirm us in the opinion that producing appropriate
accommodation and vergence responses relies crucially on a complex series of interactions
between the various sources of information.  There are several limitations to the models as
they stand, but also many avenues for improvement. These will be addressed in future
models. Three limitations of particular importance are described below:

1. We found lower AC/A ratios than found in normal adults, however, it would be more
appropriate to compare the model AC/A ratio with those of younger subjects.  The lower
AC/A ratio in the model appears primarily to be due to the difference in accuracy
between the blur and disparity cues. Since the disparity cue is more accurate than the blur
cue, there is a strong vergence to accommodation link, but the model does not learn to
drive vergence responses with accommodation to the same extent as is found in normal
adults. This difference between the models’ performance and normal adult performance
requires further investigation.

2. We do not yet know what causes the poorer accommodation in newborns. One possibility
is that this is limited by poor sensory abilities. It might be possible to test this hypothesis
in adults by producing stimuli that mimic the quality of the images viewed by newborn
infants. If adults produced reduced accommodation to such stimuli, this would suggest
that the poor accommodation of the newborn is the result of sensory limitations. This
hypothesis is currently being tested.

3 . We currently use the bias in the accommodation system to produce the myopic
accommodative performance seen in newborn infants. It is known, however, that  many
newborn infants have a hyperopic refractive error. We would like to use these neural
network models to investigate the process of emmetropization in infants and the relation
of this process to accommodation.

Clearly, further studies will be needed to fully investigate how neural network models of the
type described here can be used to help us understand the processes involved in the
development of accommodation and vergence in humans. In the long term, we plan to use our
models to investigate which changes to their properties result in developmental trajectories
that are similar to those found in oculomotor disorders, and hence identify precursors of
potential abnormal function in children, with a view to designing plausible remedial actions.
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