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1  Introduction

The field of cognitive neuropsychology employs the patterns of performance observed in
brain damaged patients to constrain our models of normal cognitive function.  This
methodology was historically based upon simple “box and arrow” models, with particular
cognitive deficits being taken as indicative of the selective breakdown of corresponding
“boxes” or “arrows”.  In principle, within this framework, one should be able to piece
together a complete model of mental structure by studying patients with complementary
patterns of deficit (e.g., Caramazza, 1986; Shallice, 1988).  The concept of double
dissociation has been of particular importance for this enterprise, with its presence being
taken to imply modularity across a whole range of systems.  I shall review the technical
details and provide specific examples later, but the basic inference is that if one patient can
perform task 1 but not task 2, and a second patient can perform task 2 but not task 1, then a
natural way to explain this is in terms of separate modules for the two tasks.

Cognitive modelling has now moved on, and the use of connectionist techniques to
provide detailed models of the inner workings of these modules or “boxes” is becoming
increasingly common.  Typically, networks of simplified neurons loosely based on real
brain structures are set up with general architectures based on known physiology, and
trained to perform appropriately simplified versions of the human tasks.  The models are
iteratively refined by requiring their learning process to match children’s development,
their generalization performance to match human generalization performance, their
reaction times to match human reaction times, and so on.  These individual network models
can then be wired together in the manner of the old box and arrow models, and all the old
explanations of patient data can carry through.  The obvious advantage this provides is that
one can now take a more detailed look at the performance and degradation of the various
components, and the removal of neurons or connections in these models constitute a more
natural analogue of real brain damage (Farah, 1994).  However, in addition to providing an
elaboration of the previous models, one can also question in detail the validity of the old
assumptions of neuropsychological inference.  In particular, Bullinaria & Chater (1995)
have considered the possibility that double dissociation does not really imply modularity,
but may also be possible as a result of damage to fully distributed connectionist systems.
They concluded that, assuming one successfully avoids small scale artefacts, only single
dissociations are possible without modularity.  Moreover, these single dissociations were
seen to be rooted in natural regularity effects with regular mappings more robust than
irregular mappings.  These general arguments have since been extended from simple
abstract mappings through to more realistic single route models of reading which show
how surface dyslexia like effects can arise, but phonological dyslexia effects cannot
(Bullinaria, 1994, 1997a,b).

Whilst finding a counter-example to the inference from double dissociation to
modularity would clearly settle the matter, failing to find a counter example will always be
less conclusive.  There have also been some reports in the literature containing conflicting

To appear in: G. Houghton (Ed.), Connectionist Models in Cognitive Psychology, pp. 83-111.
Brighton, UK: Psychology Press, 2005.



2

conclusions concerning models from the class investigated by Bullinaria & Chater (1995).
Marchman (1993), for example, has studied models of past tense production and seemingly
found dissociations with the irregular items more robust than the regulars.  Moreover, Plaut
(1995) has apparently found a connectionist double dissociation without modularity.
Naturally, these apparent contradictions have caused a certain amount of confusion,
particularly amongst researchers unfamiliar with the detailed workings of connectionist
models.  In this chapter I shall review and extend the work of Bullinaria & Chater (1995)
with view to minimising future confusion in this area.

The concrete illustrative models, on which the following discussion shall be based, all
have the same simplified structure of a fully-connected feed-forward network with one
hidden layer trained using some form of gradient descent error minimization algorithm on
some combination of regular and irregular mappings.  A set of regular items (defined as
such because they follow consistent mappings in the training set) will naturally be easier to
learn than irregular items, and consequently they get learnt more quickly and accurately.
We shall see that this then results in them requiring more damage for them to be lost again.
This sounds simple enough, but we have to be careful about the details of our definition of
regularity.  In terms of network learning, a very high frequency “irregular” item might be
deemed more “regular” than a consistent set of regular items whose total frequency is still
much less than the irregular item.  Also, if an irregular item is very “close” in the
input/output space to a regular set, then we might deem that item particularly irregular and
the regular items less regular than usual.  (Though talking about “consistency”, rather than
“regularity”, is usually more useful in such cases.)  In the following sections I shall present
explicit neural network simulation results and argue that, as long as one controls for such
confounding effects, the basic conclusion of Bullinaria & Chater (1995) holds.  We shall
see how the opposite “regularity” effect found by Marchman (1993) arises, and argue that
it would be more correctly labeled a “frequency” effect.  We shall also see how Plaut’s
(1995) double dissociation is consistent with our findings, it being more a different use of
terminology than a different conclusion.  Our discussion will also reveal how it is possible
to obtain a valid strong double dissociation between high frequency irregulars and low
frequency regulars due to global damage of a fully distributed connectionist system without
modularity.  Since regularity and frequency do tend to anti-correlate in natural language,
such potential confounds are seen to require particular care in many language processing
experiments and models.

In the remainder of this chapter, I shall begin by reviewing the important relevant ideas
from cognitive neuropsychology: the traditional inference from double dissociation to
modularity, the types of system that may exhibit double dissociation, and the problem of
resource artefacts.  This will include a varied selection of examples from the
neuropsychology literature to provide an idea of what is required of connectionist models
in this area.  Next I will outline the basic properties of the connectionist models most
commonly employed in cognitive psychology.  The general properties of these models then
lead naturally to a range of explicit neural network learning and lesion simulations that
explore those issues of particular relevance to connectionist neuropsychology.  First, I
explain the general consequences of network damage as originally discussed by Bullinaria
& Chater (1995), then I bring the apparently contradictory results of Plaut (1995) and
Marchman (1993) into the same framework, and finally I present some more recent
simulations that explore the frequency-regularity confound which is at the root of many of
the recent confusions.  I will end with a more general discussion of connectionist
dissociations and some conclusions.  Throughout I shall concentrate on the general
principles that may be applied to any of the models described elsewhere in this book, rather
than on presenting a series of specific case studies.
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2  Cognitive Neuropsychology

Whilst data from individual normal subjects, or individual brain damaged patients, can
undoubtedly constrain cognitive models, certain patterns of deficit across populations of
patients can provide much stronger constraints.  If a patient A performs very much better
on Task 1 than on Task 2, then we say that we have a strong single dissociation.  If two
patients, A and B, have opposite single dissociations, then together they form a double
dissociation.  This pattern of performance can be conveniently plotted as in Figure 1.  The
various types of dissociation and their implications have been discussed in some detail by
Shallice (1988) and Dunn & Kirsner (1988).  Of particular relevance to us is the inference
from double dissociation to modularity of function, which forms an important part of the
foundations of cognitive neuropsychology (Teuber, 1955).

Any observed double dissociation (DD) of performance has a natural explanation in
terms of the existence of separate modules associated with the two tasks, with the two
patients suffering damage to a different one of them.  A classic and well known example
occurs in the field of acquired reading problems.  Extreme cases of surface dyslexia include
patient KT who could read 100% of non-words and regular words but could only manage
47% of irregular words (McCarthy & Warington, 1986).  Conversely, the phonological
dyslexic patient WB could read 90% of real words but was unable to read even the simplest
of non-words (Funnell, 1983).  This loss of exception words by surface dyslexics, together
with the loss of non-words by phonological dyslexics, constitutes a DD which can be taken
to imply separate Lexical and Rule-Based modules in a Dual Route Model of reading (e.g.
by Coltheart, Curtis, Atkins & Haller, 1993).

However, the modules do not necessarily have to operate in parallel like this – the same
data could be taken to imply modules that operate in series (e.g. by Patterson & Marcel,
1992; Bullinaria, 1997b).  In fact there could be any number of different modular accounts
for a particular DD, and the account that appears most natural from the point of view of
boxes and arrows might not look so natural from the point of view of connectionist
systems.  This is another reason why it is important to explore the more detailed models
offered by connectionism.  For our reading example, a Rule Based box that can not deal
with exception words seems less natural when it becomes clear that a neural network
trained on all words will automatically learn to process the exception words as well as the
regular words (Seidenberg & McClelland, 1989), and on damage result in surface dyslexia
type deficits right down to the details of the regularization errors (Bullinaria, 1994, 1997a;
Plaut, McClelland, Seidenberg & Patterson, 1996).  Furthermore, proficient reading using
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Figure 1:  A strong cross-over double dissociation for Tasks 1 & 2, Patients A & B.
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only a Lexical/Semantic route begins to look increasingly unnatural when we find that a
neural network, trained to map between orthography, phonology and semantics, prefers to
access semantics from orthography via phonology rather than by direct activation
(Bullinaria, 1997b).  Even if the details of these particular neural network models turn out
to be inaccurate, they do highlight the fact that the assignment of modules is not as clear
cut as many would suggest, and show how connectionist models can be used to test the
computational plausibility of the possible box and arrow frameworks.

We shall not delve into the details here, but other areas in which DD has been observed
and taken to infer mental structure include regular versus irregular past tense production
(e.g. Pinker, 1991, 1997; Lavric, Pizzagalli, Forstmeir & Rippon, 2001), lexical versus
syntactic components of number processing (Caramazza & McCloskey, 1989), aspects of
visual processing (Warrington, 1985; De Renzi, 1986; Farah, 1990), long term versus short
term memory (Shallice, 1979), episodic versus semantic memory (Shoben, Wescourt &
Smith, 1978), natural kinds versus artifacts in picture naming (Warrington & Shallice,
1984), to name but a few.  Often it seems that DD is taken quite generally to imply
modularity, and this is despite Dunn & Kirsner (1988) having shown that this inference
cannot generally be justified, and Shallice (1988, p249) providing a whole list of non-
modular systems that can produce dissociations (even double dissociations) when damaged
(e.g. topographic maps, overlapping processing regions, coupled systems).  Some early
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Figure 2: A weak double dissociation for Tasks 1 & 2, Patients A & B.
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neural network models (Wood, 1978; Sartori, 1988) also seemed to indicate that DD was
even possible in distributed systems, but these were very small scale models and the effects
have since been seen to be largely the consequence of individual neurons acting as
“modules” in their own right.  This led Shallice (1988, p257) to believe that “as yet there is
no suggestion that a strong double dissociation can take place from two lesions within a
properly distributed network”.

Before moving on to test whether this claim has stood the test of time, we need to
consider one further complication known as the problem of resource artefacts.  As
illustrated in Figures 2 and 3, a DD with a crossover in terms of patient performance, but
not in task performance, can be explained as a resource artefact in a single system.  All that
is required is for the two tasks to depend on a single resource in different manners, such
that which task is performed better depends on the amount of resource that has been spared
by the damage.  Clearly such a pattern of dissociation should NOT be taken to imply
modularity (Shallice, 1998, p 234).  As we shall see later, DDs of this type are actually
rather easily obtainable in connectionist models.  Devlin, Gonnerman, Anderson &
Seidenberg (1998) have presented a particularly interesting example involving a
connectionist account of category specific semantic deficits.  The importance of
connectionist modelling here is not that we can get a form of DD which is not possible in
other types of model, but rather that it provides a finer grain of detail that allows us to
demonstrate explicitly that, given appropriate assumptions about the information and
representations being processed, the observed DD really can arise in this manner.

3  Neural Network Models

This section provides a review of the relevant features common to most neural network
models used in cognitive psychology.  This will prepare us for the later sections in which
we discuss some explicit simulations that have been formulated to elucidate the properties
that form the basis of connectionist neuropsychology.

Most neural network models of human performance on psychological tasks tend to be
based on simple feed-forward networks that map between chosen simplified input and
output representations via a single hidden layer, or have such a system as an identifiable
sub-component.  For this reason I shall concentrate my discussion on such systems.
Extensions to more complicated systems will be readily apparent.  Whilst it is obviously
important that the chosen representations are appropriate for the task in hand, allow that
task to be accomplished in a sufficiently human like manner, and have a reasonable degree
of biological and psychological plausibility, the details will not affect the general
discussion that follows.

Clearly, an important feature of connectionist models is that the networks learn to
perform their given task by iteratively adjusting their connection weights (e.g. by some
form of gradient descent algorithm) to minimise the output errors for an appropriate
training set of input-output pairs.  Generally, we simply assume that the quick and
convenient learning algorithms we choose to use will generate similar results to those
produced by more biologically plausible learning procedures.  Comparisons between Back
Propagation and Contrastive Hebbian Learning by Plaut & Shallice (1993) provide some
justification for this assumption.  We can then compare the development of the networks’
performance during training and their final performance (e.g. their output errors,
generalization ability, reaction times, priming effects, speed-accuracy trade-offs,
robustness to damage, etc.) with human subjects to narrow down the correct architecture,
representations, and so on, to generate increasingly accurate models.  Here, of course, we
are particularly interested in simulating neuropsychological effects by lesioning our trained
networks.
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To ease the subsequent discussion it is worth defining some notation.  Our networks
will be set up so that the output of each processing unit i for each training pattern P is the
sigmoid (or “squashing function”) of the sum of the bias/threshold of that unit plus the
weighted activations flowing into it from the units j of the previous layer.  We write

Out P sigmoid Sum Pi i( ) ( ( ))=          Sum P w Prev Pi ij j
j

( ) ( )= ∑
in which, for mathematical convenience, we define Prev0(P) = 1 so that the bias wi0 can be
treated in exactly the same way as the real connection weights.  Then, to train the network,
we specify a suitable error function E to minimise and iteratively update the weights wij

(now including the biases) to reduce this error using gradient descent

∆w
E

wij
ij

= −η ∂
∂

In other words, we take repeated steps ∆wij  in weight space in the direction that best
reduces the error E.  Typically for this we use either the sum-squared output error measure

E Target P Out Pi i
iP

= ( ) −∑∑1

2

2
( )

or, for classification problems with binary outputs, the cross-entropy error measure

E Target P Out P Target P Out Pi i i i

iP

= − ( ) + −( ) −( )[ ]∑∑ ( ). log ( ) ( ) . log ( )1 1

(Hinton, 1989; Bishop, 1995).  Often it is also appropriate to add some form of
regularization term to the gradient descent cost function to smooth the outputs or improve
the generalization.  For example, adding a term to E that is quadratic in the weights will
result in a linear weight decay during training and restrict over-fitting of the training data
(Bishop, 1995).  Whilst such extra factors will not usually affect the kinds of results we are
concerned with here, one should always check to make sure, because there are situations in
which they can have a significant effect on how well the different training patterns get
learnt (e.g. Bullinaria, Riddell & Rushton, 1999).

A crucial feature of this learning approach, that underlies much of what follows, is that
a network’s performance on one pattern will be affected by its training on other patterns.  It
is helpful to begin by illustrating this with a concrete example originally presented by
Seidenberg & McClelland (1989) for their reading model, but using data from my own
reading model (Bullinaria, 1997a).  In both cases we have a neural network model mapping
from a simplified representation of orthography to a simplified representation of phonology
via one hidden layer.  Figure 4 shows how the output performance on the regular word
“tint” varies as the result of further training of a partially trained network.  First, training on
the regular non-word “wint”, that already has a very low error (0.000001), has no effect on
the word “tint” because it generates very small weight changes.  We have a ceiling effect.
Compare this with three different word types with matched and relatively high error scores.
Training on the regular word “dint” (0.00252) improves performance, i.e. reduces the error,
because the weight changes generated for the “int” ending are also appropriate for “tint”.
In fact, because of its relatively low error (0.00022), even training on “tint” itself has less
effect than training on “dint”.  Training on the irregular word “pint” (error 0.00296)
worsens performance because the weight changes generated for the “int” ending here (with
a long “i” sound rather than the regular short “i” sound) are inappropriate for “tint”.
Finally, training on the control word “comb” (0.00296) has little effect because the weight
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changes have little relevance for “tint”.
By considering the implications of these performance changes for a full set of training

data, it is easy to understand why the network tends to learn to read consistent sets of
regular words before exceptional words, and why it generally ends up performing better
(i.e. with lower output activation error scores) on regular words than on exception words.
Similarly, we can understand why having inconsistent neighbours will be detrimental to
learning and final reading performance.  It also reveals why high frequency exception
words should be learnt faster than low frequency exception words, and why we should
expect ceiling effects whereby the performance on the higher frequency exception words
eventually catches up that of the regular words.  All this is consistent with empirical data
from humans.

Given this simple example, we can easily see what will happen in the general case.
Amongst other things, it follows straightforwardly from adding up the network weight
change contributions due to individual training patterns that:

1. High frequency items get learnt more quickly than low frequency items, because
the appropriate weight changes get applied more often.

2. Regular items will get learnt more quickly than irregular items, because consistent
weight changes combine and inconsistent weight changes cancel.

3. Ceiling effects will arise as the training items are mastered, because the sigmoids
saturate and the weight changes tend to zero.

These fundamental properties of neural network learning lead automatically to many of the
interesting successes of connectionist models, such as human-like age of acquisition
effects, patterns of reaction times, speed-accuracy trade-off effects, and so on (Bullinaria,
1997a, 1999).

Once we have trained our networks, and confirmed that they are performing in a
sufficiently human-like manner, we can then set about inflicting simulated brain damage
on them.  Small (1991) has considered the various ways in which connectionist networks
might be lesioned, and discussed their neurobiological and clinical neurological relevance.
He identifies two broad classes of lesion: diffuse such as globally scaling or adding noise to
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all the weights, and focal such as removing adjacent subsets of connections and/or hidden
units.  Which of these we choose will naturally depend on the type of patient we are
modelling.  Focal lesions would be appropriate for stroke patients, whereas diffuse lesions
would be required for diseases such as Alzheimer’s.  Clearly, for our abstract models it
will be appropriate to examine all these possibilities.  Finally, we should be aware that
relearning after damage may affect the observed pattern of deficits, and so we must check
this also (Plaut, 1996; Harley, 1996).

4  Learning and Lesioning Simulations

In this section we shall explore in some detail the relation between the basic learning and
lesioning effects that arise automatically in the class of neural networks outlined above.
Fortunately, it proves feasible to do this by simulating some fairly small networks that are
required to perform some rather simple sets of regular and irregular mappings of varying
frequency.

Consider first a simple fully-connected feed-forward network with 10 input units, 100
hidden units and 10 output units with binary inputs and output targets trained on two sets of
100 regular items (permuted identity mappings) and two sets of 10 irregular items (random
mappings).  One of the input bits is used to signal which of the two regular mappings
should be applied.  The two sets of regular items used here are equivalent since the
ordering of the network’s input and output units is arbitrary, but we shall have one set
appearing during training with a frequency of 20 times the other.  Similarly for the two
irregular sets.  Such frequency differences can be implemented naturally over many epochs
by manipulating the probability that a given pattern is used for training in a given epoch,
but we can also implement them within each single epoch by scaling the weight change
contributions in proportion to the frequencies.  As long as the weight changes per epoch are
kept small, it seems to make little difference which method we choose.  Clearly, though, if
the training set contains some very low frequency items and we use the many epochs
approach, we need to be careful that the network is trained over enough epochs for all
items to be used a reasonable number of times.  The network was actually trained using the
many epochs approach by gradient descent on a sum squared error measure with no
regularization.  The predicted regularity and frequency effects were found, as can be seen
clearly in Figure 5 which shows how the mean output Sumi(P)’s develop during training for
each of the four item types (high frequency regular, low frequency regular, high frequency
irregular, low frequency irregular) and two target activations (0, 1).  If we set a particular
correct response threshold for the Sumi(P)’s, e.g. ±2.2 corresponding to output activations
less than 0.1 for targets of 0 and greater than 0.9 for targets of 1, we see that the more
regular and higher frequency items are the first to be learned during training and end up
furthest from the thresholds when the training is stopped.  If we add a regularization term
to the gradient descent error function that leads to weight decay during training, the
Sumi(P)’s eventually level off rather than increasing indefinitely as in Figure 5, but we still
get the same clear item type dependence.  Bullinaria & Chater (1995) also found similar
regularity effects for networks trained using the conjugate gradient learning algorithm on a
training set of 224 regular items and 32 less regular items, and again for a set of 224
regular items and 16 random items that employed an error correcting coding.  It seems that
the pattern of results is quite robust with respect to the implementational details.

We can now turn to the consequences of lesioning these networks.  Bullinaria & Chater
(1995) found that damaging trained networks by removing random hidden units, removing
random connections, globally scaling the weights, or adding random noise to the weights,
all led to very similar patterns of results.  Moreover, by plotting the Sumi(P)’s against
increasing degrees of damage, we could understand why.  Figure 6 shows the effect of
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removing increasingly large numbers of connections from our network – we see that we get
the reverse of the pattern of learning seen in Figure 5.  If we set a particular correct
response threshold for the Sumi(P)’s as above, we see that the items that are first to be
learnt during training and end up furthest from the thresholds when the training is stopped,
tend to be the last to be lost during damage, and hence we get clear dissociations with the
regulars more robust than the irregulars, and high frequency items more robust than low
frequency items.  Removing random sets of hidden units, or globally reducing all the
weights by repeated application of constant scale factors, result in a similar pattern.
Adding random noise to all the weights produces more of a general random walk rather
than a drift to zero Sumi(P), but still it is the patterns that start nearest the thresholds that
tend to cross it first, again resulting in the regulars more being robust than the irregulars.
These basic effects extend easily to more realistic models, for example, surface dyslexia in
the reading model of Bullinaria (1994, 1997a).  Here we not only successfully simulate the
relative error proportions for the various word categories, but also the types of errors that
are produced.  The closest threshold to an irregularly pronounced letter will be that of the
regular pronunciation, and hence the errors will be predominantly regularizations, exactly
as is observed in human surface dyslexics.  The same basic considerations also allow us to
understand various developmental and reaction time effects (Bullinaria, 1999).

After brain damage, patients often (but not always) show a rapid improvement in
performance (Geshwind, 1985).  This is important to connectionist modellers for two
reasons.  First, if relearning occurs automatically and quickly in patients, then we need to
be sure that the same effects are observed in our models and that we are comparing patient
and model data at equivalent stages of the relearning process.  Secondly, our models may
be of assistance in formulating appropriate remedial strategies for brain damaged patients
(Wilson & Patterson, 1990; Plaut, 1996).  It has been known for some time that the
information remaining after damage does allow rapid relearning in neural networks ranging
from standard back-propagation models (Sejnowski & Rosenberg, 1987) through to
Boltzmann machines (Hinton & Sejnowski, 1986).  It is also clear from the discussion
above that, since both learning and damage result in the same regularity and frequency
effects, it is unlikely that relearning using the original training data will reverse this pattern,
indeed it is likely to enhance it (Bullinaria & Chater, 1995).  Obviously, if some
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rehabilitation regime is employed that involves a very different set of training examples to
that of the original learning process, then it is possible for different results to arise (Plaut,
1996).  In this case our models may be used to predict or refine appropriate relearning
strategies and the patients’ responses should be used to validate our models.  In Section 7
we shall see that more complicated outcomes of relearning are possible if two or more
factors, such as regularity and frequency, are confounded.

The general point to be made here is that some items are naturally learnt more quickly
and more accurately than others, and the effects of subsequent network damage follow
automatically from these patterns of learning.  There are actually many other factors, in
addition to regularity and frequency, that can cause the differing learning and damage rates
and we can explore them all in a similar manner and use them in models of
neuropsychological data in the same way.  Consistency and neighbourhood density are the
most closely related to regularity, and are commonly found in language models such as the
reading and spelling models of Plaut et al. (1996) and Bullinaria (1997a).  Representation
sparseness or pattern strength are often used to distinguish between concrete and abstract
semantics, such as in the models of Plaut & Shallice (1993) and Plaut (1995).  Correlation,
redundancy and dimensionality are commonly used in models to distinguish the semantics
of natural things versus artefacts, such as in the model of Devlin et al. (1998).  At some
level of description, all these may be regarded as forms of regularity, and their effects can
easily be confused.  Which we use will depend on exactly what we are attempting to
model, but clearly, if we want to make claims about neuropsychological deficits involving
one of them, we need to be careful to control for all the others.

5  Avoiding Small Scale Artefacts

Modelling massively parallel brain processes by simulating neural networks on serial
computers is only rendered feasible by abstracting out the essential details and scaling
down the size of the networks.  It is clearly important for all connectionist models to check
that the abstraction and scaling process has not been taken so far that we miss some of the
important fundamental properties of the system we are modelling, or introduce features that
are nothing but small scale artefacts.  Bullinaria & Chater (1995) showed that such
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artefacts can arise particularly easily in the field of connectionist neuropsychology.  This
complication is of such importance that it is worth discussing in more detail here.

The damage curves of Figure 6 are relatively smooth because we have averaged over
many output units and many training items, and because our network has many more
hidden units and connections than are actually required to perform the given mappings.
For smaller networks, however, the effect of individual damage contributions can be large
enough to produce wildly fluctuating performance on individual items, which in turn can
result in dissociations in arbitrary directions.  Often these small scale artefacts are
sufficient to produce convincing looking double dissociations.  The early models of Wood
(1978) and Sartori (1988) are classic examples of this.  As soon as we scale up to larger
networks, in which the individual contributions each have a small effect on the outputs, the
“regulars lost” dissociations disappear (Bullinaria & Chater, 1995).  We always find that
the apparent double dissociations dissolve into single dissociations as the network is made
more distributed.  We are then left with a simple “regularity effect” as discussed above.

It would clearly make our modelling endeavours much easier if we had some
independent procedure for determining when our networks are sufficiently distributed to
obtain reliable results.  In effect, we need to make sure that our individual processing units
are not acting as “modules” in their own right, and the obvious way to do this is by
checking to see that all the individual contributions cij =  wij Prevj(P) feeding into to an
output unit i are small compared to the total Sumi(P) = Σ j cij.  Clearly, if the network
damage corresponds to the removal of unit j or the connection ij , then the contribution cij to
the output i will be lost.  If the lost contribution is small compared to the corresponding
total, i.e. the ratio C = cij / Σk cik is much less than one, then the output activation will not
be changed much and it will take many such lost contributions to result in an output
change large enough to be deemed an error.  This is the brain-like resilience to damage
often known as graceful degradation.  Fortunately this distribution of information
processing tends to occur automatically simply by supplying the network with a
sufficiently large number of hidden units.

Figure 7 shows the distribution of 10000 typical individual contribution ratios C for the
high frequency regular outputs in networks with 30 and 100 hidden units trained on the
quasi-regular mapping discussed above.  For 100 hidden units, there are very few
contributions with ratios C larger than one, but with only 30 hidden units, many
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contributions are much greater than their corresponding total and their removal will result
in wild fluctuations in the outputs.  The reduction in the number of large contribution ratios
as we increase the number of hidden units is shown in Figure 8.  Unfortunately, in general,
it seems that we really do need to use a surprisingly large number of hidden units to avoid
the small scale artefacts – tens, or even hundreds, of times the minimal number required to
learn the given task.

It is natural to ask what can be done if limited computational resources render the use
of sufficiently large numbers of hidden units impossible.  Well, consider the effect of
network damage on the histograms in Figure 7.  Obviously, after removing a random
subset of the hidden units or connections, the number of contributions will be reduced by
some factor α.  However, in large fully distributed networks, the mean contribution will
not change much, and so the total contribution after damage is simply reduced to
α Sumi(P) = α ∑wijPrevj(P).  Note that we can achieve exactly the same result by simply
globally scaling all the weights wij by the same factor α.  In smaller networks, of course,
this equivalence breaks down because the means tend to suffer relatively large random
fluctuations during damage.  However, since global weight scaling does not suffer from
such random fluctuations, it can be used to simulate a smoothed form of lesioning and give
a reasonable approximation in small networks to what will happen in more realistic
networks.  Alternatively, if one wants to claim that each hidden unit in our model actually
corresponds to a number of real neurons, then the weight scaling can be regarded as
removing a fraction α of these corresponding real neurons.  Either way, this procedure
involves approximating a form of focal damage by a form of diffuse damage, and there are
clear limits to the validity of the approximation.  If this approach is pursued, we need to be
careful not to lose sight of what type of brain damage we are modelling, and what the
weight scaling really represents.

6  Plaut’s Double Dissociation Without Modularity

Given that we have just concluded that valid DD does not arise in fully distributed
connectionist systems, it is not surprising that Plaut’s well known paper entitled “Double
dissociation without modularity: Evidence from connectionist neuropsychology” (Plaut,
1995) is often taken as evidence that there must be something wrong with the above
discussion.  His work was based on the models of deep dyslexia of Plaut & Shallice (1993),
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which in turn were extensions of the earlier models of Hinton & Shallice (1991).  Deep
dyslexia is a well known acquired reading disorder characterized by semantic errors such
as reading “forest” as “tree”.  Of particular relevance to us are two patients who provide a
DD between abstract and concrete word reading.  Patient CAV was able to read correctly
55% of abstract words but only 36% of concrete words (Warrington, 1981), whereas
patient PW could read 67% of concrete words but only 13% of abstract words (Patterson &
Marcel, 1977).

The Plaut & Shallice (1993) models consist of attractor networks that map from
orthography to semantics via a layer of hidden units, and then from semantics to phonology
via another set of hidden units, with additional layers of “clean-up” units at the semantics
and phonology levels.  The particular model used to investigate concreteness had 32
orthography units corresponding to letters at particular word positions, 61 phonology units
corresponding to phonemes in a similar manner, and 98 semantic units corresponding to a
hand-crafted set of semantic micro-features.  Each hidden layer and clean-up layer
contained 10 units.  The network was trained on 40 words, using back-propagation through
time, until it settled into the correct semantics and phonology when presented with each
orthography.

Lesions at two different locations in the trained network were then found to produce a
DD between concrete and abstract word reading if the concreteness was coded as the
proportion of activated semantic micro-features.  Specifically, removal of orthographic to
hidden layer connections resulted in preferential loss of abstract word reading, whereas
removal of connections to the semantic clean-up units primarily impaired performance on
the concrete words.  Although the two damage locations do not constitute modules in the
conventional sense, it is not difficult to understand how they contribute to different degrees
to the processing of the two word types and will give opposite dissociations when
damaged.  It is simply a consequence of the sparser representations of the abstract words
making less use of the semantic clean-up mechanism, and depending more on the direct
connections, than the richer representations of the concrete words (Plaut & Shallice, 1993).
The performance of each location is fully consistent with the general discussion above, and
the only disagreement concerns the appropriateness of using the word “module” to describe
the two damage locations.

As Plaut (1995) himself points out, one of the problems when discussing “modularity”
is that different authors use different definitions of the term.  A Fodor (1983) module, for
example, is hard-wired, innate and informationally encapsulated, whereas a Coltheart
(1985) module is defined to have none of those properties.  Moreover, the definitions
provided are often imprecise, and sometimes they are even left totally implicit.  A cynic,
such as myself, might therefore suggest that the situation would be less confusing if we all
confined ourselves to describing our models and their ability to account for the
neuropsychological data, and made a conscious effort to avoid using words like “module”
altogether.

7  Regularity and Frequency Confounds

Another connectionist model, that appears to be in even more direct conflict with the above
discussion, is the past tense model of Marchman (1993).  She used back-propagation to
train a feedforward network to map from 45 input units representing the stem phonology,
to 60 output units representing the corresponding past tense phonology, via 45 hidden
units.  In contradiction to all our previous arguments, she concluded that “the acquisition of
regular verbs became increasingly susceptible to injury, while the irregulars were learned
quickly and were relatively impervious to damage”.  So what is at the root of this opposite
conclusion?



14

The crucial feature of her simulations was that the irregular items were presented to the
network with frequencies of up to 15 times those of the regular items.  On the face of it,
this might seem eminently reasonable, given that the irregular items are more frequent than
the regular items in English.  However, it presents us with two fundamental problems:

1. It is far from obvious how the real word frequencies should map to training pattern
frequencies in our over-simplified network models.

2. It is clearly going to confound the regularity and frequency effects that are
observed in the models.

Fortunately, it is not difficult to investigate the regularity-frequency confound in our
model, and hence understand what is happening in her model.

We have already noted that high frequency and high regularity both increase the rate of
network learning and the subsequent robustness to damage.  We can also see in Figures 5
and 6 that, in terms of the Sumi(P)’s, it is possible to compensate for low regularity by
higher frequency.  By setting appropriate correct response thresholds on the output
activations, it is straightforward to translate those Sumi(P) results into correct performance
curves.  Figure 9 shows how the performance of our simple model varies for the four item
types during the course of learning.  We see that our frequency ratio of 20 is sufficient for
the frequency effect to swamp the regularity effect and allow the high frequency irregulars
to be learnt more quickly than the low frequency regulars.  This reversal of the natural
regularity effect is exactly what Marchman found – though she confuses the issue by
repeatedly referring to it as a “regularity effect” rather than a “frequency effect”.

Taking global weight scaling as a smooth approximation to the removal of random
network connections results in the pattern of performance loss shown in Figure 10.  We see
the patterns of damage follow from the patterns of learning as discussed above, with the
low frequency regulars more susceptible than the high frequency irregulars.  Again we
have replicated Marchman’s result – a “frequency effect” that is often inappropriately
called a “regularity effect”.  Interestingly, by our careful matching of the frequency ratio to
the degree of regularity, we have generated a crossover of the frequency and regularity
effects.  We see that there is potential for a weak double dissociation here, caused by the
frequency and regularity effects coming into play at different rates (remember the resource
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artefact graph of Figure 3).  But it remains to be seen if we can get stronger double
dissociations in a similar manner.

It is actually quite straightforward to explore further the effect of different frequency
ratios by explicit simulation.  Again we take our simple feedforward network with 10 input
units, 100 hidden units and 10 output units, but now we train it by gradient descent on just
one set of 200 regular items and one set of 20 irregular items with a variable (Irregular/
Regular) frequency ratio.  (This guarantees that we avoid any potential confounds caused
by having two sets of each regularity type.)  For each frequency ratio, we find that the
learning curves take the familiar form of Figure 9, and lesioning the network continues to
produce damage curves like Figure 10.  The only unexpected result from this more
systematic study is that the relative rates of fall off in performance turn out to be rather
dependent on the type of damage inflicted.

If each trained network corresponds to a typical normal subject, then the network after
different degrees of damage can be regarded as corresponding to a typical series of patients
with different degrees of brain damage.  Naturally, it is the data from the patients with the
clearest dissociations that are the most well known, as they place the clearest and strongest
constraints on our models, and these cases will inevitably correspond to the largest
dissociations.  It therefore makes sense for us to look for the largest dissociations in
damage curves such as those of Figure 10.  For a given trained network we can define the
maximum dissociation in each direction as the maximum absolute percentage difference in
performance between the two item types as the performance on them is reduced by damage
from 100% to 0%.  We can then determine how this varies with the frequency ratio and the
type of damage.  Figure 11 shows the maximum dissociations obtained for hidden unit
removal versus connection removal as the frequency ratio varies over five orders of
magnitude in our model.

We see that, by picking an appropriate frequency ratio, it is possible to get any
dissociation we want.  It is important not to take the frequency scale too literally though.
First, the precise frequency ratio at the cross-over point will, of course, depend on the
details of the regularity, which will rarely be as regular as the identity map that has been
used in the simulations.  In practice, in more realistic training sets, there will be a whole
distribution of different regularities and frequencies to complicate matters.  Secondly,
matching real frequencies to appropriate training data distributions for networks that
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employ representations and learning algorithms of dubious biological plausibility is
notoriously difficult.  Seidenberg & McClelland (1989), for example, argued that a
logarithmic compression of the real word frequencies was appropriate for use in the
training data of their reading model, and this did produce good results.  Later, more
successful, reading models (e.g. Plaut et al., 1996; Bullinaria, 1997a) provide a better
account for the empirical data if actual word frequencies are used.  As Plaut et al. (1996)
discuss in some detail, obtaining realistic interactions between frequency and regularity in
a given model relies on coordinating the choice of input and output representations
appropriate for the regularity, with the choice of training data frequencies.  Getting this
wrong can easily reverse the dissociation found in a given model.  Conversely, a model that
only gets the right dissociation by invoking doubtful choices of representations and
frequencies should be viewed with some suspicion.  Fortunately, there is plenty of non-
neuropsychological data, such as reaction times and ages of acquisition, that will assist in
constraining our models in this respect.

There are two further factors which will also affect the cross-over frequency ratios in
Figure 11, and whether we get the resource artefact style DD seen in Figure 10.  First, as
noted above, relearning after damage will tend to enhance a dissociation between types or
frequencies.  In cases involving opposing frequency and regularity effects, the consequence
of relearning will depend on the details.  For example, in the case of Figures 9 and 10, the
high frequency irregulars are learnt more quickly than the low frequency regulars, so the
regulars lost dissociation will be enhanced and the irregulars lost dissociation reduced by
relearning.  In extreme cases, then, relearning may convert a double dissociation into a
single dissociation or vice-versa, and in a single patient, a dissociation could be reversed.
The second factor is the number of hidden units employed in the model, especially if it is
near the minimal number required to perform the task in hand.  It is well known from the
field of modelling developmental disorders that dissociations can occur with poor
performance on the last learned items if resources are limited, such as by restricting the
number of hidden units (e.g. Plaut et al., 1996; Bullinaria, 1997a).  This will again be
model dependent, but is likely to have differential effects on frequency and regularity.  It is
perhaps worth noting that both these two factors apply to the past tense model of
Marchman (1983) discussed above.
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8  Connectionist Double Dissociation

Given that “box and arrow” models have provided good accounts of all manner of DD, and
since one can always implement modular “box and arrow” models in terms of neural
networks, it is clearly possible to obtain DD as a result of damage to connectionist systems.
Exactly how the modules emerge in biological neural networks is still a matter of some
debate, but this is another area where connectionist modelling may be of assistance (e.g.
Jacobs, 1999; Bullinaria, 2001).  However, all this still leaves the question of whether
connectionist models can allow DD without modularity.  In fact, since we know that there
exist non-connectionist systems that can exhibit DD without modularity (e.g. Shallice,
1988; Dunn & Kirsner, 1988), and that these non-modular systems can too be implemented
in terms of neural networks, it is clearly also possible to obtain connectionist DD without
modularity (for appropriate definitions of the word “modularity”).

One kind of non-modular system that sits particularly naturally within the framework of
connectionist modelling, and yet can result in double dissociation when damaged, involves
a continuum of processing space or topographic maps (Shallice, 1988, p249).  These are
not fully distributed systems in the sense used above, and so are perfectly consistent with
our preceding conclusions.  A particularly transparent example described by Shallice is that
of the visual cortex.  Damage resulting in deficits in different parts of the visual field can
constitute a DD, yet there is no natural separation into modules.  Such DD without
modularity may also result from any other representations in the brain that take on a similar
topographic form, and it is not difficult to see how these representations may arise naturally
from restrictions on the neural connectivity with other sub-systems.  For example, if
semantic representations are of this form, then it is easy to see how localized damage could
result in all manner of category specific and concrete-abstract deficits (Warrington &
Shallice, 1984).  An interesting connectionist model of optic aphasia involving topographic
biases within semantics has recently been presented by Plaut (2002).  More specific details
of this type of system are highly problem dependent, and would take us too far from our
discussion of general principles, so I will not present any explicit models here.  The
challenge is not just to get the models to produce dissociations, as we have seen that this is
fairly straightforward, but to justify the chosen representations and relative degrees of
connectivity necessary to give dissociations that match the patients.  This is another area
where explicit connectionist models can take us to a new level of refinement beyond the
old “box and arrow” models.

We are finally left with the question of whether we can get DD in fully distributed
models that have no non-connectionist analogue.  We have seen above how it is possible to
generate made to measure single dissociations in fully distributed networks, but it is not
clear whether it is also possible to get double dissociations in this manner.  Bullinaria &
Chater (1995) suggest not, but they did not allow regularity-frequency confounds of the
type discussed above.  Consider the cross-over point in Figure 11 where there are strong
dissociations in both directions (i.e. around a frequency ratio of 30).  The actual network
performance levels here are plotted in Figure 12.  For both lesion types, the pattern of
dissociation reverses as we increase the amount of damage.  We begin with a mostly
regulars lost dissociation but, after many removals, end with a mostly irregulars lost
dissociation.  We see that, for particular degrees of damage, it is possible to obtain a cross-
over double dissociation between high frequency irregulars and low frequency regulars.
However, to get it we need an interaction between two carefully balanced factors (e.g.
regularity and frequency) that “act” in the same way but at different rates, and two different
types of damage (e.g. hidden unit and connection removal) that “act” in the same way but
at different rates.

So, by carefully balancing factors like regularity and frequency, one can get cross-over



18

DD in a fully distributed system, and it is inevitable that other factors known to give
dissociation (such as representation sparseness) will also be able to result in DD in a
similar manner.  Given the discussion of Dunn & Kirsner (1988), this should not be too
much of a shock, but it does complicate our modelling endeavors.  We are left with a
number of questions:  Is this not rather unnatural?  Can it really happen like this in real
life?  And if so, what does it mean?  In language, for example, the relation between word
regularities and word frequencies is not just random.  Hare & Elman (1995) have shown
how language evolution naturally results in a correlation between irregularity and
frequency because irregular words tend to get lost from the language or regularized unless
they are high frequency.  In this way, a balancing of the effects of frequency and regularity
can really happen, and thus it seems that real language does have a built in confound.
Similar natural confounds are likely to arise as a result of evolution in other areas as well.
Whether this is the right way to account for particular real DDs is something that will need
to be investigated on a case by case basis.  As always, the modeller simply needs to take
each set of empirical data at face value and examine how it might be modelled, irrespective
of any confounds the experimenter has failed to remove.

9  Conclusions

This work grew out of repeated questions and confusion concerning the consistency of the
conclusions of Bullinaria & Chater (1995) with the properties of explicit network
simulations by other researchers that apparently gave conflicting results.  The work of
Marchman (1993) and Plaut (1995) seemed to provide particularly strong counter-
examples.  Hopefully the above discussion has convinced the reader that all the network
simulation results are actually in agreement – and that the apparent inconsistencies are
merely in the terminology.

We have seen that a general feature of neural network models is that regularity and
frequency and various related factors (such as representation consistency, strength and
correlation) all result in increased rates and accuracy of learning, and these in turn result in
increased resilience to network damage.  This simple fact is at the root of most of the
results that have come out of connectionist lesion studies.  A major problem in comparing
our connectionist models with empirical patient data is that the causes of these differential
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effects are easily confused.  Clearly, if one wants to make reliable claims about one factor,
such as regularity, one has to be very careful about controlling for frequency and the other
factors.  The model of Marchman (1993), for example, has a regularity effect that has been
reversed by a larger frequency effect.  Moreover, it is also probably worth noting here that
the problematic confounds we have been discussing will automatically follow through to
secondary measures such as reaction times and priming.  Unfortunately, this is not just a
problem for connectionist modellers, it is at least equally problematic for experimenters on
human subjects.  As noted by Shallice (1988, p239), even basic questions, such as what
frequency distributions did a given subject learn from, are generally unanswerable.  And
even if we did know, the nature of many natural tasks, like language, is such that it would
be virtually impossible to control for all the potential confounds anyway.

In conclusion, it seems clear that connectionism has much to offer in the fleshing out of
the details of earlier “box and arrow” models, or even in replacing them completely, to
provide more complete accounts of cognitive processing.  The resulting enhanced models
and the new field of connectionist neuropsychology are not only producing good accounts
of existing empirical data, but are also beginning to suggest more appropriate experimental
investigations for further fine tuning of these models, and an ethical approach for exploring
potential remedial actions for neuropsychological patients.
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